








Figure 2.4. The function F (x) from Example 2.12 with cobweb diagram.

Example 2.18. We seek to classify the fixed point of Example 2.12. Because F (x) = x

2,

we know that F 0(x) = 2x. Since there exists an attracting fixed point at 0, we examine

|F 0(0)| = 0. It follows, since |F 0(0)| < 1, 0 must be an attracting fixed point. We can see

in Figure 2.4 that all orbits of neighboring points attract to this fixed point at 0.

It is important to note that, for any n, F n(x0) = x0 when x0 is fixed. Moreover, when

a fixed point x0 is attracting, we can always find an interval around x0 for which every

orbit tends towards x0. We present a proof of the following theorem from Devaney for

clarity [3].

Theorem 2.19. Attracting Fixed Point Theorem. Let x0 be an attracting fixed

point for the function F. Then there exists an interval I containing x0 in its interior such

that x 2 I implies F

n(x) 2 I for all n 2 N and F

n(x) ! x0 as n ! 1.

Proof. Assuming x0 to be an attracting fixed point for F , |F 0(x0)| < 1 by Definition 2.16.

This implies that there exists a real value � > 0 such that |F 0(x0)| < � < 1. Therefore,

there must be a � > 0 such that |F 0(x)| < � whenever x 2 [x0 � �, x0 + �]. Choose p 2

10



[x0 � �, x0 + �], implying |F 0(p)| < �. By the Mean Value Theorem, |F (p)�F (x0)|
|p�x0| < �, and

so |F (p)�x0| < �|p�x0| since x0 is fixed. Because 0 < � < 1, |F (p)�x0| < |p�x0|. That

is, F (p) is closer to x0 than is the point p, and, as such, F (p) 2 [x0� �, x0+ �]. Similarly

to above, it follows that |F 0(F (p))| < �. Applying the Mean Value Theorem once again,

|F 2(p)�F

2(x0)|
|F (p)�F (x0)| < �, and we thus know that |F 2(p) � x0| < �|F (p) � x0| < �

2|p � x0|.

Because � is between 0 and 1, �2
< �, and so |F 2(p) � x0| < |F (p) � x0| < |p � x0|.

Subsequently, a proof by induction implies that |F n(p) � x0| < �

n|p � x0| for all n > 0.

As n ! 1, � ! 0, so F

n(p) approaches x0 as n ! 1. ⇤

Thus, Definition 2.16 is equivalent to the criteria listed in the Attracting Fixed Point

Theorem. The largest interval guaranteed by Theorem 2.19 is given a special name.

Definition 2.20. The immediate basin of attraction of the fixed point x0 is the

largest interval containing x0 such that the orbits of each point within the interval tend

to x0.

Also incredibly important are the concepts of critical points and critical values of a

function.

Definition 2.21. For a function F : D ✓ R ! R, a critical point is a point c where

F

0(c) = 0. A critical value is the corresponding function value F (c) = v.

The fixed points of a function act as a resource from which we can gain information

about the dynamics of the function. It is often possible to solve for the fixed points of

low degree polynomials analytically. However, this is often not possible for polynomials

of higher degree or for transcendental functions, and so we instead employ alternative

methods.
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In some cases, the Schwarzian derivative of a function can be used to create a connec-

tion between critical values and attracting fixed points. In particular, as long as several

conditions are satisfied, it can be used to determine the maximum number of attracting

fixed points a given function can have.

Definition 2.22. The Schwarzian derivative of a function F : R ! R is defined to

be:

SF (x) =
F

000(x)

F

0(x)
� 3

2

✓
F

00(x)

F

0(x)

◆2

.

The following theorem describes the relationship between the Schwarzian derivative

and attracting fixed points. It was originally proved by Singer in “Stable Orbits and

Bifurcation of Maps of the Interval,” published in 1978 [6].

Theorem 2.23. Suppose SF (x) < 0. If x0 is an attracting fixed point for F , then either

the immediate basin of attraction of x0 extends to +1 or �1, or else there is a critical

point of F whose orbit is attracted to the orbit of x0.

For a function that has SF (x) > 0 at some point x in its domain, the desired relation-

ship between critical points and attracting fixed points does not necessarily hold. The

following example is also taken from Singer’s article [6].

Example 2.24. Consider the function F : R ! R defined by F (x) = 7.86x� 23.31x2 +

28.75x3 � 13.30x4. There exists a point in the domain of F for which SF (x) > 0. In

particular, SF (0.1) = 16.39 . . ., and so Theorem 2.23 does not apply. The function F

has an attracting fixed point x0 = 0.7263986 . . . whose immediate basin of attraction

does not extend to +1 or �1. The only critical point c = 0.3239799 . . . is attracted to
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Figure 2.5. Graph of F (x) in Example 2.24. Displays an attracting fixed

point and an attracting cycle.

the two-cycle (0.3217591 . . . , 0.9309168 . . .). Thus, F has an attracting fixed point with

a bounded immediate basin of attraction, and it does not attract the critical point. As

such, the number of critical points of F tells us nothing about the number of attracting

fixed points.

2.3. Basic Dynamics of }(x). As in Definition 2.21, a critical point for the Weierstrass

elliptic function is a point c at which }

0(c) = 0, and the critical value corresponding to

c is the function value }(c) = v. We will begin our work on this project by finding the

critical values of }.

Inserting a critical point c into Definition 2.2 of the Weierstrass elliptic function, we

find that

(2.5) [}0(c)]2 = 4[}(c)]3 � g2}(c)� g3.

Since }

0(c) = 0 and }(c) = v,

(2.6) 4v3 � g2v � g3 = 0.

13



Because this is a cubic equation, there must exist at least one real root as a result of

the Intermediate Value Theorem. Using the discriminant for cubics, � = g

3
2 � 27g23, we

can describe the nature of our three roots:

When � > 0, the given cubic has three distinct real roots.

When � = 0, the cubic has a root with multiplicity greater than one.

When � < 0, the cubic has one real and two complex conjugate roots.

We are only interested in the first and third cases, since the Weierstrass elliptic func-

tion is only defined for nonzero �. Depending on the values of g2 and g3, the (g2, g3)

plane is divided into two di↵erent regions, � > 0 and � < 0. For � > 0, our cubic has

three distinct, real zeroes, which means that } has three real distinct critical values. For

� < 0, } has only one real critical value. Since more is known about the dynamics of

the function when � > 0 [5], we will instead examine the case when � < 0.

In order to find a relationship between the three critical values of the cubic above in

Equation 2.6, label the roots of Equation 2.6 e1, e2, and e3, so

4v3 � g2v � g3 = 4(v � e1)(v � e2)(v � e3).

By multiplying out the right hand side of the above equation and setting the coe�cients

of corresponding powers equal to each other, these critical values are related by the

following system of equations:

(2.7) e1 + e2 + e3 = 0

e1e2 + e1e3 + e2e3 =
�g2

4

e1e2e3 =
g3

4
.
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Figure 2.6. Plot of g3 versus g2. Boundary marks where � = 0. Region

where � > 0 is left unshaded, � < 0 and g3 < 0 represented by lower

shaded region, and � < 0 with g3 > 0 represented by the upper, darkest

shaded region.

Using these relationships, we prove three important properties of the half-lattice points:

Lemma 2.25. Suppose ! is the smallest positive real lattice point of }. Let ⌦ denote

the set of all real lattice points of }, as defined in Definition 2.8. A number c 2 R is a

zero of }

0
if and only if c /2 ⌦, but 2c 2 ⌦.

Proof. Let c = !

2 , where ! 2 ⌦ is the smallest positive real lattice point for }. Then

2c = ! is a lattice point of }. It follows by periodicity that }0(c) = }

0(c�2c) = }

0(�c) =

�}

0(c) since }

0 is odd. Therefore, }0(c) = 0, and so the half lattice point c = !

2 is a

critical point for }. By periodicity, !

2 + n! is also a critical point for all n 2 Z. The

other direction follows similarly. ⇤

Thus, since } is periodic, we have shown that the critical points of } are the half lattice

points. We can also use calculus techniques to discuss the concavity of }.
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Theorem 2.26. If ! is the smallest positive lattice point, then }

00(x) > 0 on any periodic

interval ⌦
n

= (n!, (n+ 1)!), and thus } is concave up everywhere it is defined.

Proof. We will use the Second Derivative Test to show this. Through di↵erentiation of

Equation 2.2 and simple algebra to isolate }

00(x), we reach the conclusion that

(2.8) }

00(x) = 6[}(x)]2 � g2

2
.

Note that }00(x) is both defined and finite everywhere except the lattice points. Since }

is periodic, so is }00. Because [}(x)]2 is nonnegative, we next examine the second term,

�g2

2 . We split our argument into three cases, one for g2 < 0, one for g2 = 0, and one for

g2 > 0.

Case 1. Suppose g2 < 0. Then �g2

2 > 0, and thus }00 is positive, as was to be shown.

Case 2. Suppose g2 = 0. Then the sign of }00 depends entirely on the first term, 6[}]2,

and it follows that }00 must be positive.

Case 3. Suppose g2 > 0. We will use information about the critical points of } to

show that the function is also concave up on this subset of the specified g2-g3 region.

First, we must show that e1 is the minimum of } in this region. That is, when g2 > 0,

g3 > 0, and � < 0, the critical value e1 is a minimum for }.

Using Definition 2.3, we can show that } > 0 for the above assumptions about pa-

rameters g2 and g3. In particular, when g2 and g3 are both positive, all coe�cients in

the series given in Equation 2.3 must also be positive. Additionally, all powers of x in

Equation 2.3 are even, and so }(x) > 0 for all x over which it is defined.
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It is also important to note from Lemma 2.10 and Equation 2.2 that, because } has an

asymptote at each lattice point, the derivative }

0 also has an asymptote at each lattice

point n!.

For e1 to be a minimum, by calculus }0(x) < 0 when 0 < x <

!

2 and }

0(x) > 0 when

!

2 < x < !. Pick a q 2 ⌦0 such that 0 < q <

!

2 . Then }

0(!2 + q) = �}

0(�!

2 � q) =

�}

0(�!

2 � q+ !) = �}

0(!2 � q), and so }

0 has odd symmetry about the half-lattice point

!

2 . Thus, either }

0
> 0 on (0, !2 ) and }

0
< 0 on (!2 ,!) or }

0
< 0 on (0, !2 ) and }

0
> 0

on (!2 ,!). Since }

0
> 0 on the interval (0, !2 ) implies that lim

x!0+ }(x) = �1, we know

that this cannot be the case. Thus, }0
< 0 on (0, !2 ) and }

0
> 0 on (!2 ,!), which implies

that e1 is the minimum of } on the interval ⌦0. Since } is periodic, this must hold for

all other ⌦
k

.

Utilizing the fact that e1 is the minimum of } for g2 > 0, we show that } is concave

up when g2 > 0.

Since we are considering when � < 0, we know that } has one real and two complex

conjugate critical values. Let e1 denote the real critical value, and e2 and e3 denote the

complex critical values where e3 = e2. Let e2 = a+ bi and thus e3 = a� bi.

Because }(x) � e1 for all x in its domain, we know that 6[}(x)]2 � g2

2 � 6e12 � g2

2 .
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Using the properties from Equation 2.7,

6[}(x)]2 � g2

2
� 6e1

2 � g2

2

= 6e1
2 + 2(e1e2 + e1e3 + e2e3)

= 6e1
2 + 2e1(e2 + e3) + 2e2e3

= 6e1
2 + 2e1(�e1) + 2e2e2

= 4e1
2 + 2(a2 + b

2).

Since a, b, e1 2 R, }00(x) = 6[}(x)]2 � g2

2 > 0.

Therefore, } is concave up over the intervals on which it is defined. ⇤

The concavity can be observed in Figure 2.1. Two other important properties follow

from the concavity of }.

Though we showed in Case 3 of Theorem 2.26 that e1 is the minimum of } when g2 > 0,

g3 > 0, and � < 0, we can now show that this is the case for any sign of g2.

Theorem 2.27. The critical value }(!2 ) = e1 is the absolute minimum of } for all g3 > 0

and � < 0.

Proof. Because } is concave up on every interval ⌦
n

= (n!, (n + 1)!), and since e1 is a

critical value, it follows that e1 is a local minimum. Indeed, e1 is the absolute minimum

since Lemma 2.25 tells us that the critical points of } occur at the periodic half lattice

points and we know e1 to be the one and only real root of }0 when � < 0. ⇤

Additionally, as the second derivative is positive everywhere it is defined, we know

from calculus that the first derivative is increasing everywhere except the lattice points.

Refer to Figure 2.2.
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Corollary 2.28. The derivative }

0(x) is monotone and increasing on each period ⌦
n

=

(n!, (n+ 1)!).

Next, we show that the parameter g3 can be used to determine the sign of e1.

Theorem 2.29. If g3 > 0 then e1 > 0. Similarly, if g3 = 0 then e1 = 0, and if g3 < 0

then e1 < 0.

Proof. Using the final property of the Equations 2.7 and again taking e1 2 R with

e2, e3 2 C nonzero and e2 = e3, we find that

g3

4
= e1e2e3

= e1(a
2 + b

2).

Since a2+b

2 is always positive with a, b 2 R, it follows that the parity of g3 determines

when e1 is positive, negative, and zero.

⇤

We will use the following property, the proof for which can be found in [7].

Theorem 2.30. The following is an identity for the Weierstrass elliptic function:

(2.9)
1

4

✓
}

00(x)

}

0(x)

◆2

= }(2x) + 2}(x),

so long as x is neither a lattice nor a half lattice point.

The next section will discuss the importance of the Schwarzian derivative in relation

to attracting fixed points.
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3. The Number of Attracting Fixed Points of }

The Schwarzian derivative of the Weierstrass function is, from Definition 2.22,

(3.1) S} =
}

000

}

0 � 3

2

✓
}

00

}

0

◆2

.

When� > 0, Koss has shown that the Schwarzian derivative is always negative, leading

to dynamics that are relatively understood [5]. We are looking to find other regions of

the (g2, g3) plane in which � < 0 and the Schwarzian derivative is negative in order to

gain more insight into the presence of attracting fixed points, and thus the dynamics of

this function in general. We begin with two lemmas about the immediate basin of an

attracting fixed point.

Lemma 3.1. The immediate basin of an attracting fixed point x0 of } does not extend

across a lattice point.

Proof. Every lattice point of } coincides with a vertical asymptote and thus maps to

infinity and not to the fixed point x0. Thus, these lattice points are not included in any

immediate basin. ⇤

Lemma 3.2. The immediate basin of attraction of any fixed point of } does not extend

to �1 or to 1.

Proof. Because } has periodic asymptotes at each finite lattice point, it thus contains an

infinite number of points in its domain that map directly to infinity. Any ray on the real

number line will necessarily contain an infinite number of multiples of !, and as such no

ray can ever be composed entirely of points iterating to x0. Thus, the immediate basin

of attraction of x0 does not extend to infinity. ⇤
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The following theorem displays how useful the Schwarzian derivative can be in under-

standing a system’s dynamics:

Theorem 3.3. Suppose S} < 0. If x0 is an attracting fixed point then the immediate

basin of attraction of x0 contains a critical point,

!1
2 and the critical value e1.

Proof. For values of g2 and g3 where S} < 0, Theorem 2.23 implies that any attracting

fixed point of } must have a critical value in its immediate basin, or else the immediate

basin extends infinitely. By Lemmas 3.1 and 3.2, we know that the immediate basin of

attraction for a fixed point of } cannot extend across a lattice point and, as such, will

not extend infinitely. Thus, the immediate basin of attraction must contain a critical

point as well as the critical value e1. ⇤

Therefore the number of real critical values of } provides a bound on the number of

attracting fixed points of the function.

Corollary 3.4. If S} < 0, then } has at most one attracting fixed point.

When g3 = 0 and g2 < 0, Hawkins showed that } has no attracting fixed points. Koss

showed that when � > 0, the Schwarzian of } is negative, so there can be at most one

attracting fixed point. The techniques that Koss used in her proof relied on the property

that when � > 0, } has three real critical values. As such, these methods cannot be

applied in our case, where � < 0. We prove that when � < 0 and g3 > 0, the Schwarzian

is negative.

Theorem 3.5. If g3 > 0, then S} < 0.

Proof. Suppose g3 > 0. From Theorem 2.29, g3 > 0 implies that the critical value e1 is

also positive. Because e1 is the absolute minimum of } (see Theorem 2.27), it follows
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that }(x) > 0 when g3 > 0 for all non-lattice points x. If k! is a lattice point for k 2 Z,

lim
x!k!

}(x) = +1, so we can define for the purpose of this proof }(k!) = 1, and

}(k!) > 0. Rearranging Equation 2.9 to

✓
}

00(x)

}

0(x)

◆2

= 4(}(2x) + 2}(x)),

we can substitute into our Schwarzian derivative Equation 3.1 to find that

(3.2) S}(x) =
}

000(x)

}

0(x)
� 6}(2x)� 12}(x).

The computation of S}(x) is clear if x is not a critical point. Twice di↵erentiating

Equation 2.2 yields }000 = 12}}0, and substituting into Equation 3.2, we find that

S}(x) = �6}(2x).

Because }(x) > 0 for all x, S}(x) = �6}(2x) < 0 at any x that is not a critical point.

The critical points of } occur at x = (2m+1)!
2 for m 2 Z. We examine the Schwarzian

derivative at these points by taking the limit

lim
x! (2m+1)!

2

S}(x) = lim
x! (2m+1)!

2

�6}(2x) = �1,

and so S}(x) < 0 when x is a critical point.

Thus, S}(x) < 0 for all x. ⇤

We show graphs of } and S} when g2 = 4 and g3 = 2 in Figure 3.7. Note that the

proof of Theorem 3.5 did not rely on our assumption that � < 0. Thus it provides a new

proof that the Schwarzian is negative when � > 0 and g3 > 0.

Next, we present the main result of this section.

Theorem 3.6. If � < 0 and g3 > 0, then } has either 0 or 1 attracting fixed points.
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Figure 3.7. Graph of } and S} for g2 = 4 and g3 = 2.

Proof. Suppose � < 0 and g3 > 0. Then Theorem 3.5 implies that S} < 0. It follows by

Corollary 3.4 that } has at most one attracting fixed point. ⇤

The assumption that g3 > 0 is essential in order for us to use information provided

by the Schwarzian derivative. In fact, an equivalent statement about the number of

attracting fixed points when g3 < 0 does not even exist.

Example 3.7. Consider }(x) with g2 = 27 and g3 = �27.07 as shown in Figure 3.8.

Then � < 0. This function once again has only one real critical value, but it has two

attracting fixed points. The critical value at x ⇡ 2.997 is attracted to the attracting

fixed point at x ⇡ �3.0006, shown in Figure 3.9. There is an additional attracting fixed

point at x ⇡ 1.50037 that does not attract any critical points, shown in Figure 3.10. The

upper bound value we could use when g3 > 0 cannot be applied to the case where g3 < 0.
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Figure 3.8. } with g2 = 27 and g3 = �27.07.

Figure 3.9. Attracting fixed point of } with g2 and g3 specified above.

Fixed point located at x ⇡ �3.0006.

Figure 3.10. Attracting fixed point of } located at x ⇡ 1.50037.
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4. Cantor Julia Sets

4.1. Introduction and Definitions. In the sections above, we have discussed tech-

niques for showing whether there exists an upper bound for the number of attracting

fixed points – depending on the sign of the Schwarzian derivative – for the Weierstrass

elliptic function with g3 > 0.

In this section we will focus on the situation where } has an attracting fixed point t
n

.

We examine two di↵erent sets of seeds for this function: those whose orbits tend to the

attracting fixed point, t
n

, and those whose orbits do not. The set of points whose orbits

do not tend to the attracting fixed point is called the Julia set for } (see Definition 4.9).

Our primary goal is to show that the Julia set of a Weierstrass elliptic function, with

g3 > 0 and � < 0, that has an attracting fixed point is Cantor.

Weierstrass elliptic functions with g2 = 0 or g3 = 0 and an attracting fixed point are

known to have Cantor Julia sets [2]. Here, we use a more direct approach to prove the

result for a much larger class of Weierstrass elliptic functions. There are several ways to

describe a set that is Cantor, but we have chosen the definition best suited for the proof

that the Julia set is Cantor. Since we are working with sets on the real line, we state

definitions for R, recognizing that these ideas can also be defined on other sets.

Definition 4.1. A set of points in R is Cantor if it is closed, totally disconnected, and

perfect.

The following definitions are standard in the fields of analysis and dynamics, but we

state them here for completeness and reference.

Definition 4.2. A subset of R is closed if it is the complement of an open set.
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Figure 4.11. The Cantor middle thirds set construction.

Definition 4.3. A subset of R is totally disconnected if it contains no intervals.

Definition 4.4. A point in a subset of R is considered an accumulation point of the

set if there is a sequence of points also in the set that converges to the point.

Definition 4.5. A subset of R is perfect if every point in it is an accumulation point

or limit point of other points in the set.

The typical example of a Cantor set is the Cantor middle-thirds set.

Example 4.6. The Cantor middle-thirds set C is constructed as following: beginning

with the interval [0, 1], we remove the open middle third. That is, we remove all points

in (13 ,
2
3), and we are left with [0, 13 ] [ [23 , 1]. We continue this process by removing the

open middle third from each resulting closed interval, and the set of points that remains

after infinite iteration of this process is what we call the Cantor middle-thirds set. We

can show that this resultant set satisfies the three criteria listed in Definition 4.1: closed,

totally disconnected, and perfect.

Closed: The middle-thirds set is closed because it is the complement of an infinite

union of open sets (the open middle thirds).
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Totally Disconnected: Each iteration of open interval removals results in the subtrac-

tion of a total length of 2n

3n+1 , where n = 0, 1, 2, . . . enumerates the iteration. The sum

P1
n=0

2n

3n+1 = 1, and so the e↵ective length of the remaining set is zero. Thus, C cannot

contain any intervals of nonzero length. We know it is nonempty as the endpoints of

each open interval must be in C.

Perfect: If we assume that there exists an isolated point c 2 C, we arrive at a contra-

diction when considering the construction of the middle-thirds set. One implication of

assuming c to be an isolated point is that there exists an ✏-neighborhood about c such

that no other points in that open neighborhood are in the set C. However, if we consider

the construction and divide the ✏-neighborhood into three intervals, this alone shows that

it will contain the endpoints of some removed open interval and thus we can never find

an isolated point in C. As such, every c 2 C must be an accumulation point of other

points in C, and we have shown that the middle-thirds set is Cantor.

In order to prove that the Julia set of } is Cantor, we must first understand the set of

points to be removed in order to generate the Julia set.

4.2. The Immediate Basin of Attraction. In this section we investigate properties

of the immediate basin of attraction when } has an attracting fixed point.

Theorem 4.7. Suppose ! is the period of }. Let d

0
n

and d

n

be two points symmetric about

the critical point c

n

= (n+1)!� !

2 in the interval ⌦
n

, with d

0
n

< d

n

. Then }(d0
n

) = }(d
n

).

Proof. Suppose d0
n

and d

n

are symmetric about the critical point c
n

in the interval ⌦
n

. It

follows that their midpoint, the critical point, is the half-lattice point of the nth interval.
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That is,

d

0
n

+ d

n

2
= (n+ 1)! � !

2
,

and so

(4.1) d

0
n

+ d

n

= (2n+ 1)!.

Since } is even by Theorem 2.4, we know that }(d0
n

) = }(�d

0
n

). By periodicity, we can

add any integer multiple of the period ! to the argument without changing the value of

the function, and so }(�d

0
n

) = }(�d

0
n

+ (2n+1)!). Via substitution from Equation 4.1,

we see that }(�d

0
n

+ (2n + 1)!) = }((�d

0
n

+ (d0
n

+ d

n

)) = }(d
n

), and so }(d0
n

) = }(d
n

).

Thus, if any two points are symmetric about a half-lattice point, their outputs with

respect to a single application of } yield the same value. ⇤

Next, we examine the immediate basin of attraction for an attracting fixed point t
n

.

Theorem 4.8. Assume } has an attracting fixed point t

n

lying within the interval ⌦
n

=

[n!, (n+ 1)!], and let c

n

, P

n

, and P

0
n

denote the critical point, repelling fixed point, and

point symmetric to the repelling fixed point (over the critical point) in ⌦
n

. Then (P 0
n

, P

n

)

is the immediate basin of attraction for t

n

. That is,

(4.2) lim
k!1

}

k(x0) = t

n

for every x0 2 (P 0
n

, P

n

).

Proof. We have three cases: one in which the attracting fixed point t
n

is located to the

right of the critical point c

n

, one in which the fixed point is exactly the critical point,

and one in which the fixed point is to the left of the critical point.
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Figure 4.12. Case 1 in the proof of Theorem 4.8: t
n

> c

n

.

Case 1: Suppose t
n

> c

n

. We split the interval (P 0
n

, P

n

) into four sets and analyze the

dynamics on each.

First suppose x0 = t

n

. We are done, as t
n

is fixed and }

k(t
n

) = t

n

for all k.

Second, suppose x0 2 (t
n

, P

n

). Because }(x) is concave up everywhere, as shown in

Corollary 2.26, and since x0 > }(x0) for all x0 in this interval, |x0 � t

n

| > |}(x0)� t

n

| >

|}2(x0)� t

n

| > . . .. Because }(x) is concave up, lim
k!1 }

k(x0) = t

n

.

Third, suppose x0 2 [c
n

, t

n

). Since S} < 0 and t

n

is an attracting fixed point, by

Theorem 3.3 its immediate basin must contain a critical point. In particular the basin

must contain c

n

as it cannot stretch across lattice points. Thus, by connectivity of } over

a period, the entire interval [c
n

, t

n

) must be in the basin of attraction of t
n

.

Fourth, suppose x0 2 (P 0
n

, c

n

). Let x0
0 = �x0 + (2n+ 1)! denote the point symmetric

to x0 across c
n

. Then by Theorem 4.7, }(x0) = }(x0
0) 2 (c

n

, P

n

). The three paragraphs

above show that all points in (c
n

, P

n

) tend to t

n

, so lim
k!1 }

k+1(x0) = t

n

.
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Figure 4.13. Case 2 in the proof of Theorem 4.8: t
n

= c

n

.

Therefore, lim
k!1 }

k(x0) = t

n

for all x0 2 (P 0
n

, P

n

).

Case 2: Suppose t

n

= c

n

. We split the interval (P 0
n

, P

n

) into three sets and analyze

the dynamics on each individually.

First, suppose x0 = t

n

. Again we are done, as t
n

is fixed.

Second, suppose x0 2 (t
n

, P

n

). Using the same argument as in Case 1, we know that

lim
k!1 }

k(x0) = t

n

for any x0 2 (t
n

, P

n

) where } is strictly increasing over the interval

(t
n

, P

n

).

Third, suppose x0 2 (P 0
n

, t

n

). Similarly to Case 1, for any x0 2 (P 0
n

, c

n

), }(x0) 2

(c
n

, P

n

), and so lim
k!1 }

k(x0) = t

n

.

Therefore, all points x0 2 (P 0
n

, P

n

) tend towards the fixed point t
n

.

Case 3: Suppose t
n

< c

n

. We split the interval into five sets and consider the dynamics

of each separately.

First, suppose x0 = c

n

= t

n

. We are done, as t
n

is fixed.
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Figure 4.14. Case 3 in the proof of Theorem 4.8: t
n

< c

n

.

Second, suppose x0 2 (t
n

, c

n

). Since S} < 0 and t

n

is an attracting fixed point, by

Theorems 3.3 its immediate basin must contain the critical point c
n

. Thus, by connec-

tivity of } over a period, the entire interval (t
n

, c

n

) must be in the basin of attraction of

the attracting fixed point.

Third, suppose x0 2 (c
n

, t

0
n

], where t

0
n

= �t

n

+ (2n + 1)! is the point symmetric to

t

n

across the critical point c

n

. Similarly, let x

0
0 = �x0 + (2n + 1)! denote the point

symmetric to x0 across c

n

. Then by Theorem 4.7, }(x0) = }(x0
0) 2 [t

n

, c

n

), and so the

orbit of x0 will tend towards t
n

, as shown above.

Fourth, suppose x0 2 (t0
n

, P

n

). Because }(x) is concave up and x0 > }(x0) for all x0

in this interval, the orbit of x0 will decrease until it enters (t
n

, t

0
n

]. That is, there exists

a j 2 Z such that }

j(x0) 2 (t
n

, t

0
n

]. Using the arguments in the previous paragraphs,

lim
k!1 }

k(x) = t

n

.
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Fifth, suppose x0 2 (P 0
n

, t

n

). Let x0
0 = �x0 + (2n + 1)! be the point symmetric to x0

across the critical value c

n

. Then by Theorem 4.7, }(x0) = }(x0
0) 2 (t0

n

, P

n

), and so the

orbit of x0 will tend towards t
n

, as shown above.

Thus, the orbits of all points x0 in (P 0
n

, P

n

) are attracted to t

n

.

Finally, we note that since P

n

is fixed and }(P 0
n

) = P

n

, neither P
n

nor P 0
n

are in the

basin of attraction for t
n

.

Therefore, the interval (P 0
n

, P

n

) is the immediate basin of attraction for the attracting

fixed point, t
n

. ⇤

Now that we have defined the immediate basin for t

n

, we seek to understand the

behavior of those points outside of the interval (P 0
n

, P

n

).

4.3. Julia Set. First, we must label the intervals for which the dynamics of } are un-

derstood.

Let t

n

2 (P 0
n

, P

n

) ⇢ ⌦
n

= (n!, (n + 1)!). Consider the interval in the q1th period,

(P 0
q1
, P

q1) ⇢ ⌦
q1 (q1 6= n) where P

0
q1

and P

q1 are the x-coordinates of the intersections in

⌦
q1 of } with the line y = P

n

. By periodicity, (P 0
q1
, P

q1) is merely the interval (P 0
n

, P

n

)

shifted horizontally by some integer multiple of !. As such, for every x

n

2 (P 0
n

, P

n

), there

will exist a corresponding x

q1 2 (P 0
q1
, P

q1) such that x

q1 = x

n

+ k!, where k 2 Z, and

}(x
q1) = }(x

n

). Thus, after one iteration of }, every x

q1 will be mapped into (P 0
n

, P

n

)

and will tend towards the attracting fixed point, as proven in Theorem 4.8.

Label each of these intervals (P 0
q1
, P

q1) = B

q1 . Note that each B

q1 is open as it is merely

a translation of the open interval (P 0
n

, P

n

). Further, the union
S

m2Z
B

q1 contains all the

points which enter the interval (P 0
n

, P

n

) after this first iteration of } or are contained in

the interval initially.
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Figure 4.15. Points in the intervals B
q1 .

Next, let B

q1,q2 = {x 2 ⌦
q1 : }(x) 2 ⌦

q2 , }
2(x) 2 (P 0

n

, P

n

)}. If x 2 B

q1,q2 , then

}(x) 2 ⌦
q2 , and }

2(x) 2 (P 0
n

, P

n

), and so x tends towards the attracting fixed point. We

define recursively B

q1,q2,...,qk
= {x 2 ⌦

q1 : }j(x) 2 ⌦
qj ,}

k(x) 2 (P 0
n

, P

n

) with j 2 Z such

that 2  j  k � 1. As such, the union
S

qi, k2Z
B

q1,q2,...,qk
is the set of all points that map

inside of the interval (P 0
n

, P

n

) by the kth iteration of }. Thus, if x 2
S

qi, k2Z
B

q1,q2,...,qk
,

then }

r(x) ! t

n

as r ! 1.

33



Figure 4.16. The left interval B�1,2.

Since }

n

: ⌦
n

! R is continuous, each B

q1,q2,...,qk
is an open set because it is the

preimage of an open set. As we understand the behavior of any x 2 B

q1,q2,...,qk
, we will

now consider the set {x 2 ⌦
q1 : x /2 B

q1,q2,...,qk
for all q

i

}.

Since each B

q1 is an open interval in the q1th period ⌦
q1 , centered about the critical

point of that interval, c
q1 , we know that the points {x 2 ⌦

q1 : x /2 B

q1} comprise two

closed intervals symmetric about c
q1 .

Next consider the points x 2 B

q1,q2 ; that is, consider the points x 2 }

�2[(P 0
n

, P

n

)]

where x 2 ⌦
q1 . Because } is symmetric over each ⌦

q1 , there exist exactly two intervals,
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centered about c

q1 , that will correspond and map to each interval B
qi (q

i

2 Z). Thus,

considering the set {x 2 ⌦
q1 : x /2 B

q1 [ B

q1,q2} yields an infinite number of closed sets

symmetric about c
q1 .

Continuing inductively, we may examine the set {x 2 R : x /2 B

q1,q2,...,qk
for all q

i

, k}.

Definition 4.9. The Julia set for } is the set of all points that do not approach the

attracting fixed point. Using the recently developed notation, we define this set to be

J = {x 2 R : x /2 B

q1,q2,...,qk
for any q

i

, k}.

We claim that the Julia set is Cantor. We begin with a lemma that we will need in

the proof.

Lemma 4.10. The derivative |}0(x)| > 1 for all x /2
S

q12Z
B

q1.

Proof. We once again consider the interval (P 0
n

, P

n

) in which the attracting fixed point

t

n

is located. We know the point P

n

to be a repelling fixed point, which means that

}

0(P
n

) > 1 by Definition 2.17. By symmetry, }0(P 0
n

) < �1, which implies that |}0(P 0
n

)| >

1. Because }

0(x) is monotonically increasing on the interval ⌦
n

by Corollary 2.28, it

must be that |}0(x)| > 1 for all x 2 ⌦
n

where x < P

0
n

or x > P

n

. Thus, |}0(x)| > 1 for

all x outside of the immediate basin of attraction (P 0
n

, P

n

). ⇤

To prove that J is Cantor, we must first show that the set is closed, totally discon-

nected, and perfect. We begin with a proof that J is totally disconnected.

Theorem 4.11. If � < 0, g3 > 0, and } has one attracting fixed point, then J is totally

disconnected.

Proof. In order to show that J is totally disconnected, we must show that J contains

no intervals. Suppose for the purpose of contradiction that J does contain an interval
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[x, y]. If a lattice point n! 2 [x, y], then we use one of the following smaller intervals:

[x, x+ n!�x

2 ] or [y� y�n!

2 , y], neither of which contain n!. By a small abuse of notation,

we call this new interval [x, y]. Thus, [x, y] is contained in one period, arbitrarily choose

⌦
i

. That is, [x, y] ⇢ ⌦
i

where x, y 2 ⌦
i

. Applying } to this interval yields two cases: an

interval which covers a lattice point after some number of iterations of }, or an interval

which never lands on a lattice point.

Case 1: Suppose n! 2 }

k([x, y]) for some k and some lattice point n!. Since } has

a vertical asymptote at n!, one more iteration yields }

k+1([x, y]) = [x0
,1). Because

[x0
,1) extends to infinity, it necessarily contains an infinite number of intervals ⌦

m

.

Choose some B

q1 ⇢ [x0
,1). But B

q1 6⇢ J by definition, so it follows that our initial

interval, [x, y] is not in fact a subset of J , which contradicts our assumptions.

Case 2: Suppose }

k([x, y]) contains no lattice points for all k. Note that our assump-

tion implies that }k([x, y]) is defined for all k.

In order to show that J is totally disconnected in this case, we must use Lemma 4.10.

Since the magnitude of the derivative is strictly greater than 1 over the intervals of

interest, let }(P
n

) = s > 1. It follows that s+1
2 > 1 as well. Since }

0 is monotone and

increasing by Corollary 2.28, |}0(x)| � |}0(P
n

)| = s >

s+1
2 > 1. Let s+1

2 = �. Thus, we

have found a � > 1 such that |}0(x)| > � for all x in these intervals. By the chain rule,

it follows that |(}n)0(x)| > �

n as well.

Then |(}n)0(x0)| > �

n for all x0 2 [x, y]. Choose an n such that �n|y�x| > !, the period

of }. By the Mean Value Theorem, it then follows that follows that |}n(y) � }

n(x)| �

�

n|y � x| > !, which implies that [}n(x),}n(y)] spans more than an entire period ⌦
q1

and as such must contain points in an understood interval B
q1 . Therefore, the initial
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interval [x, y] contains points which eventually approach the attracting fixed point, and

so [x, y] cannot be in the Julia set.

Thus, for both cases, the interval [x, y] is not contained in the Julia set of }. Therefore,

J cannot contain any intervals and is totally disconnected. ⇤

Next, we must show that J is a perfect set; that is, every point in J is an accumulation

point of other points in J .

Theorem 4.12. If � < 0, g3 > 0, and } has an attracting fixed point, then J is perfect.

Proof. Suppose p 2 J . For the purpose of contradiction, assume there exists an open

interval (d0, d) containing p consisting entirely of points that are not in J . Then every

x 2 (d0, p) [ (p, d) satisfies lim
k!1 }

k(x) = t

n

. We have two cases: either all iterates of

all points in the interval (d0, d) are defined, or there is some point x 2 (d0, d) for which

}

k(x) is not defined for some k. We will start discussing the latter case.

Case 1: Suppose not all iterates of the interval (d0, d) are defined. It follows that some

point in the interval - arbitrarily choose s - maps to a lattice point at some iteration j of

}. Thus, }j(s) = m!. Then }

n+1(s) = 1, and, by continuity, any interval around s will

be mapped to a ray extending to infinity. This ray will necessarily contain an infinite

number of lattice points, none of which will map to t

n

, which contradicts our assumption

that every point in (d0, d) but p is not in J .

Case 2: Suppose all iterates of the interval (d0, d) are defined. This implies that

}

k((d0, d)) does not contain a lattice point for any k, and so } is continuous on }

k((d0, d))

for all k. This implies that }k((d0, d)) lies in some ⌦
j

for each iteration k.

We want to restrict our attention to a subinterval of (d0, d) where } is one-to-one. Since

} is one-to-one except at its critical points, if (d0, d) ⇢ ⌦
j

contains a critical point, we
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choose an interval smaller such that it does not. So, we have (d00, d0) such that p 2 (d00, d0)

and c

j

/2 (d00, d0). Then } is one-to-one on (d00, d0).

Since } is monotone and continuous, }((d00, d0)) is an interval (d01, d1) such that }(p) 2

(d01, d1), }(p) 2 J , and (d01, p) [ (p, d1) /2 J .

If (d01, d1) contains a critical point, we again shrink it to consider an interval over which

} is one-to-one.

We proceed inductively, at each stage shrinking the interval as necessary so as to not

contain a critical point.

By definition, there exists some k for which (}k(p), d
k

) 2 (P 0
n

, P

n

), but }k(p) /2 (P 0
n

, P

n

).

This implies that }k(p) = P

0
n

, the left endpoint of the immediate basin of attraction of t
n

.

But then the interval (d0
k

,}

k(p)) is outside of (P 0
n

, P

n

), and by an argument analogous to

that in the proof of Theorem 4.11, all points in (d0
k

,}

k(p)) cannot be comprised entirely

of points not in J . ⇤

We have shown two of the three requisite properties of Cantor, and we now present

the main theorem of this section.

Theorem 4.13. If � < 0, g3 > 0, and } has an attracting fixed point, then the Julia set

of } is Cantor.

Proof. By Definition 4.1, J is a Cantor set if it is closed, totally disconnected, and a

perfect subset of the real line. Because J is the complement of an infinite union of open

intervals,
S

qi, k2Z
B

q1,q2,...,qk
– as shown above – J is closed. By Theorems 4.11 and 4.12, J

is Cantor. ⇤
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We have shown that J is closed, totally disconnected, and perfect, and so the Julia set

of } is Cantor, as was to be shown.

5. Conclusions and Further Research

We have discussed the dynamics of the Weierstrass elliptic function and have shown

that when � < 0 and g3 > 0, } has at most one attracting fixed point. When } does

have a fixed point, we have proven that the Julia set for } is Cantor.

Further study into how the presence of an attracting cycle of } would change the Julia

set may contribute some important insight into this particular family of functions. An

examination of how the properties discussed in this paper inform the behavior of the

complex Weierstrass elliptic function could also prove quite fruitful.
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